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The performance of the technique of isodesmic reactions for transition states (IRTS) has been analyzed via
application to 17 reactions of abstraction of hydrogen atoms from methane and halogenated methanes by Cl
atom. A variety of quantum chemical methods and basis sets was used. The calculated energy barriers
demonstrate linear correlations with those derived from modeling of the experimental rate constant data, in
agreement with the prediction based on the IRTS formalism. The results of the study confirm the validity of
the technique of isodesmic reactions for transition states for calculation of reaction rates and demonstrate the
existence of method-specific systematic errors in calculations of reaction barriers. The technique of isodesmic
reactions is directed at factoring out and eliminating these systematic errors. The predictive ability of the
technique is directly related to the quality of the observed correlations. Average and maximum deviations
from the best fit lines on the correlation plots depend on the quantum chemical method used. The highest
quality correlation (the least amount of scatter, average deviation of 1.5 kJ mol-1 and maximum deviation of
3.5 kJ mol-1) was obtained with the BH&HLYP/6-311+(3df,2pd)//BH&HLYP/6-311(d,p) combination of
single-point energy//geometry optimization methods. Use of higher level methods such as spin-projected PMP4,
QCISD(T), and CCSD(T) results in small systematic errors (1.4-5.9 kJ mol-1) but larger scatter on the plots
of the calculated barriers vs “experimental” barrier correlations (maximum deviations of 5.6-6.8 kJ mol-1).

I. Introduction

Kinetic simulations are becoming more and more widely used
in modeling of chemical processes of practical interest. Over
the past two decades, the computer hardware and technology
for solving systems of differential equations associated with
large kinetic schemes have greatly improved. The main hin-
drance on the way toward progress is the limited knowledge of
the rate constants of individual chemical reactions. While
thorough experimental investigations remain the most reliable
instrument for gathering such information, more and more
chemists and engineers have come to the realization that it is,
in general, unrealistic to attempt to obtain rate coefficients of
all the important reactions in direct experiments. Instead,
extensive sets of reliable experimental data should be used as
benchmarks in order to identify computational tools capable of
predicting the desired rate constants of cognate reactions of
interest.

The need for computational tools capable of predicting rates
of elementary chemical reactions with accuracy suitable for
simulation of complex kinetic systems has resulted in a
significant rise in the numbers of studies directed at developing
such tools. Methods being developed range from those based
on high-level quantum chemical studies of potential energy
surfaces and rigorous theories of kinetics and dynamics to
simpler and faster methods based on empirical correlations and
analogies. An informative review of the current status of
methods for a priori evaluation of rates of elementary chemical
reactions can be found in ref 1.

Recently, a technique for computation of rate constants of
elementary gas-phase reactions based on the use of the formal-

ism of isodesmic reactions for transition states (IRTS) has been
developed.2 This technique has been demonstrated to yield the
rates of abstraction of hydrogen and chlorine atoms from
chloroalkanes by H atoms with a high degree of accuracy.
Average deviations between calculated and experimental rate
constant values were 17-24%, depending on the quantum
chemical method used, although channel-specific rates showed
larger divergence. The accuracy of the technique of isodesmic
reactions for transition states, when applied to the reactions
studied in ref 2, was significantly better than that of the more
conventional method when quantum chemically generated
barriers and properties of transition states are used directly to
compute reaction rate constants.

In the current study, the performance of the technique of
isodesmic reactions for transition states is analyzed via applica-
tion to the reactions of abstraction of hydrogen atoms from
methane and halogenated methanes by Cl atoms. The method
of analysis applied here differs from that used in ref 2 in that
linear correlations between the calculated energy barriers and
those derived from modeling of the experimental rate constant
data were examined. As demonstrated below, for reactions of
atom abstraction, the basic postulate of the IRTS technique
predicts the existence of such linear correlations. The results of
the current study serve to validate the IRTS approach, although
isodesmic reactions per se are not explicitly considered in the
calculations involved.

The focus on the reactions of H with chloroalkanes (ref 2)
and those of Cl with halomethanes (this work) was motivated,
primarily, by the importance of the reactions of H and Cl atoms
with chlorinated hydrocarbons (CHCs) in the reactive systems
of combustion and incineration of CHCs. In CHC/O2 and CHC/
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hydrocarbon/O2 flames, reactions of Cl and H atoms with CHCs
together with unimolecular decomposition are the major chan-
nels of consumption of CHCs (e.g., refs 3-8; a more complete
set of references can be found in ref 2). The results of numerical
kinetic simulations demonstrate that the rates of CHC destruction
and concentrations of active species are highly sensitive to the
rates of H+ CHC and Cl+ CHC reactions. This study is a
part of a project directed at elucidation of the kinetics of these
important reactions; other parts of the project included experi-
mental studies of the reactions of H and Cl atoms with
chlorinated methanes and ethanes9-12 and a computational study
of the H + chloroalkanes reactions.2

Many of the reactions considered here have been studied
theoretically before (e.g., refs 13-17). These studies are not
discussed here as the current work is concerned, primarily, not
with individual reactions but with systematic assessment of the
accuracy and the predictive ability of a particular technique,
that of isodesmic reactions for transition states.

This article is organized as follows. This section is an
introduction. The computational methods used and results are
described in sections II and III, respectively. A discussion is
given in section IV.

II. Methods

II.1. Quantum Chemical Methods Used.In the quantum
chemical calculations, three methods were used for the opti-
mization of the geometrical structures of the involved species.
The first two methods are MP218-20 and QCISD.21 Both are
rather demanding in terms of required computer resources when
applied to molecules containing many chlorine atoms; calcula-
tions involving molecules with bromine atoms become even
more problematic. Thus, a less computationally expensive
BH&HLYP density functional method22,23 (a version imple-
mented in the Gaussian 98 program,24,25which, as described in
the Gaussian manual, is different from that of ref 22) was also
used. The choice of the BH&HLYP functional was based on
the reported positive results of using this method for studies of
the properties of transition states (see, for example, refs 26-
31), including the results obtained in ref 2 using the approach
of isodesmic reactions. The 6-311G(d,p) basis set was used in
all the QCISD and most of the BH&HLYP structure optimiza-
tion calculations; the 6-311G(2d,2p) basis set was used in most
MP2 optimizations. Also, limited calculations were performed
with correlation-consistent basis sets augmented with diffuse
functions32 (aug-cc-pvdz with MP2 and aug-cc-pvtz with
BH&HLYP) to investigate basis set effects.

With each of the methods used for geometry optimization, a
variety of higher level single-point energy calculations was used.
With the UMP2/6-311G(2d,2p)-optimized geometries, one
method is the spin-projected33 PMP4(SDTQ)/6-311++G-
(3df,2p).34 This PMP4(SDTQ)/6-311++G(3df,2p)//UMP2/6-
311G(2d,2p) combination (including the UMP2/6-311G(2d,2p)
vibrational frequencies) was recently demonstrated by Louis et
al.35-37 to result in good agreement with experimental data for
a series of reactions of abstraction of a hydrogen atom from
halogenated hydrocarbons by an OH radical. In the second
approach, the QCISD(T)/6-311+G(2d,2p)21 energy was used.
In the study of the H+ chloroalkanes reactions, both the PMP4-
(SDTQ)/6-311++G(3df,2p) and the QCISD(T) methods with
large basis sets produced good results when applied within the
framework of the approach of isodesmic reactions for transition
states.2 The choice of other methods for single-point energy
calculation was motivated by the desire to identify lower cost
computational methods suitable for predictive calculations.

These include the QCISD method, PMP233 with large basis sets
(6-311++G(3df,2p) and 6-311++G(3df,2pd)), and density
functional BH&HLYP and KMLYP38,39 methods with the
6-311+G(3df,2p) basis set. Reference 40 can be consulted for
the details of the methods and the basis sets used. The Gaussian
98 program24,25was used in all quantum chemical calculations.

II.2. The Technique of Isodesmic Reactions for Transition
States (IRTS). Approach and Method of Analysis.II.2.1.
Isodesmic Reactions.Isodesmic reactions, i.e., (usually) fictitious
reactions that conserve the types of chemical bonds and their
numbers, are often used in computational thermochemistry. The
enthalpies of these reactions are usually obtained in quantum
chemical calculations, and it is expected that computational
errors that are specific to a particular bond type will, to a large
extent, cancel on both sides of the chemical equation.

The technique of isodesmic reactions for transition states as
applied to the reactions of H atoms with chloroalkanes in ref 2
consists of the following main elements. First, a reference
reaction is selected for which highly accurate experimental data
are available and thus the temperature dependence of the rate
constant is well established. For this reaction, a transition state
theory model is created on the basis of quantum chemical
calculations. The model is adjusted to provide a match with
the experimental data by varying two parameters: the barrier
heightE0,REFand the preexponential correction factorFA. Then
transition state theory models of a series of cognate reactions
are produced on the basis of same-level quantum chemical
calculations. At this stage, these models include structures and
vibrational frequencies of the species involved, reaction barrier
widths,11,12,42,43but not barrier heights. In the next step, the
energy barrier heights for these models are obtained from the
value ofE0,REF and the 0 K enthalpies,∆H0°ISO, of isodesmic
reactions of the type

where TS, reactants, TS(REF), and reactants(REF) are the
transition states and reactants of the particular reaction from
the series and the reference reaction, respectively. Note that,
computationally, transition states can be treated just like
chemical species. Here,∆H0°ISO values are obtained in quantum
chemical calculations performed, generally, at a different
(usually, higher) level of theory. The energy barriers for the
reactions from the series are then calculated as

The rate constants of the reactions from the series are calculated
using the thus created models and corrected via multiplying by
the preexponential correction factor,FA.

II.2.2. Method of Analysis.For the reactions of abstraction
of H and Cl atoms by hydrogen atoms, isodesmic reactions of
the types

were used in ref 2 (here H‚‚‚H‚‚‚R and H‚‚‚Cl‚‚‚R are the
corresponding transition states). Reactions of H atoms with
methane and carbon tetrachloride represented clear cases of
abstraction of H and Cl atoms, respectively, and thus provided

TS + reactants(REF))
TS(REF)+ reactants+ ∆H0°ISO (1)

E0 ) E0,REF- ∆H0°ISO (I)

H‚‚‚H‚‚‚R + CH4 ) H‚‚‚H‚‚‚CH3 + RH (+∆H°0(2))
(2)

H‚‚‚Cl‚‚‚R + CCl4 ) H‚‚‚Cl‚‚‚CCl3 + RCl (+∆H°0(3))
(3)
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suitable choices for the reference reactions. Most of the other
H + chloroalkane reactions included channels of both H and
Cl abstraction. Since, for each of these reactions, existing
experimental data provided only the temperature dependences
of the rate constants for the overall reaction, comparison of
theory with experiment could only be performed by examining
the temperature dependences of these overall reaction rates.

In the current study, reactions of Cl atoms with halogenated
methanes are considered. For all reactions of this class, the site
of attack by Cl is unambiguoussit is that of the abstraction of
an H atom. For any two reactions of this type

the following isodesmic reaction can be written:

(Here, Cl‚‚‚H‚‚‚R1 and Cl‚‚‚H‚‚‚R2 denote the transition states.)
Thus, any reaction from the class for which the temperature
dependence of the rate constant is well established can be used
as a reference reaction. Also, comparison of the calculated and
the experimental rate constants can be performed directly,
without any complications due to different reaction channels.

The absence of ambiguity in the site of attack and the
availability of experimental rate constant data on several
different reactions present an opportunity for a different way
of assessing the performance of the technique of isodesmic
reactions for transition states. The enthalpy of the isodesmic
reaction 6 is equal to the difference between the energy barriers
of reactions 4 and 5, as can be seen by formally adding Cl to
both sides of the chemical equation 6. Thus, the primary
postulation of the technique of isodesmic reactions is equivalent
to the assumption that, although a particular quantum chemical
method may not yield accurate absolute values of energy
barriers, differences between the energy barriers of individual
reactions can be calculated with a high degree of accuracy for
a series of reactions of the same type. Examination of the plots
of computed vs “experimental” energy barriers for a series of
reactions of the same type can provide an evaluation of the
validity of this hypothesis. Such plots should form straight lines
with slopes equal to unity and, generally, a nonzeroY-axis
intercept. This intercept reflects a systematic error in the
calculation of barriers specific to the quantum chemical method
used. The performance of the technique of isodesmic reactions
in combination with various quantum chemical methods was
evaluated in the current study using this approach. Linear
correlations of calculated vs “experimental” energy barriers were
examined. Average and maximum deviations within sets of
reactions served as quantitative measures of the accuracy of the
technique/quantum chemical method combinations.

II.2.3. “Experimental” Energy Barriers and Preexponential
Factors.Knowledge of energy barriers can be extracted from
the experimental rate constant data only through modeling, e.g.,
by fitting model parameters to reproduce the experimental data.
The results will be dependent on the details of the particular
model and rate theory used. It can be expected, however, that,
if the same kind of modeling is uniformly applied to the rates
of a series of reactions of the same class, the resultant values
of the “experimental” energy barriers obtained through the same
prism of theory will have similar errors (compared with the real
barrier values) for all reactions considered.

In the current work, the “experimental” energy barriers were
evaluated by fitting of the experimental temperature dependences
of the reaction rate constants with transition state theory based
models created on the basis of quantum chemical calculations.
Two approaches were initially used. In the first approach, the
model of a particular reaction is adjusted to provide a match
with the experimental data by varying two parameters: the
barrier height,E0, and the preexponential correction factor,FA.
The latter has the meaning of the ratio of the calculated to the
experimental preexponential factors. In the second approach,
the experimental rate constant temperature dependence is fitted
using a quantum chemistry based model with only one adjustable
parameter, the energy barrierE0. Vibrational frequencies of the
transition state (responsible for the entropic, or preexponential,
factor) obtained from quantum chemical calculations are thus
used without any modifications. This second approach is
illustrated in Figure 1, where the experimental temperature
dependences of the rate constants of reactions 8 (Cl+ CH4),
11 (Cl + CHCl3), and 18 (Cl+ CH3Br) are displayed along
with the lines obtained in the fitting.

While the first approach requires reliable knowledge of the
temperature dependence of the rate constant over a wide range
of temperatures, the second approach can be used even if only
the room-temperature value of the rate constant is known.
Analysis of the values of the preexponential correction factors,
FA, and those of the reaction energy barriers obtained through
the first and the second approaches allows the assessment of
the uncertainties resulting from the use of only one adjustable
parameter in the second approach (see section III). When the
second approach is used, the fitted value of the “experimental”
energy barrier acquires the meaning of the barrier value needed
to reproduce the experimental data (on average, over the given
temperature range) using a particular quantum chemical method

Cl + R1H f (Cl‚‚‚H‚‚‚R1) f HCl + R1 (4)

Cl + R2H f (Cl‚‚‚H‚‚‚R2) f HCl + R2 (5)

Cl‚‚‚H‚‚‚R1 + R2H ) Cl‚‚‚H‚‚‚R2 + R1H (+∆H°0(6))
(6)

Figure 1. Fitting and “prediction” of the temperature dependences of
the rate constants of reactions 8 (Cl+ CH4), 11 (Cl+ CHCl3), and 18
(Cl + CH3Br). Symbols: experimental data, dotted lines: results of
fitting using the second approach (onlyE0 is adjusted, BH&HLYP/6-
311G(d,p) molecular structures and frequencies are used), solid lines:
“predicted” temperature dependences (BH&HLYP/6-311+G(3df,2pd)//
BH&HLYP/6-311G(d,p)-based analysis; see Discussion). Experimental
data are from refs 10 (squares), 57 (open circles), 58 (filled circles),
66 (open triangles), and 67 (filled triangles). This plot provides examples
of the best, average, and worst cases of deviation from the best fit line
in the E0,CALC vs E0,EXP correlation obtained using the above quantum
chemical method (see Discussion). Rate constants of reactions 11 and
18 are multiplied by 0.1 and 10, respectively, to avoid plot congestion.
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for the calculation of the structures and vibrational frequencies
of the reactants and the transition state involved. In comparison
with the real energy barriers, barrier values obtained through
the second approach can be expected to have larger errors
because errors due to the imperfect description of the pre-
exponential factor using a particular quantum chemical method
are added to the errors due to imperfect reaction rate theory.

II.2.4. Method of Calculation of the Rate Constants.Rate
constant values were calculated using the classical transition
state theory formula (see, for example, ref 41). Quantum
tunneling correction was computed using the “barrier width”
method.11,12,42,43 The shape of the reaction potential energy
barrier was determined using the method of reaction path
following (intrinsic reaction coordinate, IRC)44,45 in mass-
weighted internal coordinates. The resultant barrier potential
energy profiles were fitted with the unsymmetrical Eckart
function46 to determine the “width” parameterl which was used
in the calculation of the tunneling correction. Details of the
computational approach can be found in refs 12 and 11.
Knowledge of the reaction enthalpies is needed for calculation
of the tunneling corrections. Experimental values47-52 of the
heats of formation of the reactants and radical products were
used for those reactions for which this information is available.
For those reaction channels for which the experimental ther-
mochemical data on the radical products R are not available,
isodesmic reactions of the types

were used. A reaction path degeneracy value of 2 (due to optical
isomerism in the transition states53-55) was used for reactions
15 and 22 (see Table 1 for reaction numbering). For all reactions,
the contributions to the reaction path degeneracy resulting from
the ratio of the rotational symmetry numbers of the reactants
and the transition states were taken into account by including
the symmetry numbers directly in the respective rotational
partition functions.

II.3. Experimental Data Set.Experimental data on the rate
constants of 17 reactions of Cl atom with methane and
halogenated methanes are available in the literature. These
reactions are presented in Table 1 along with the sources of
this information.10,56-74 For some of the reactions, several
sources of rate constant values are available. In such cases,
preference is given to data obtained in direct experiments. The
rate constant temperature dependences are known over wide
ranges of temperatures for only four of these reactions (reactions
8-11). For other reactions, the experimental data cover smaller
temperature ranges or exist only at room temperature.

The reactions of Cl atom with methane and chlorinated and
fluorinated methanes form a smaller subset of 10 reactions
henceforth denoted as the “small set.” Calculations based on
MP2-level and QCISD-level structures and vibrational frequen-
cies of the species involved were limited to this small set of
reactions. Reactions of species containing Br atoms were
excluded from this small set because of the excessive compu-
tational resources needed for their treatment. Calculations based
on the BH&HLYP-level structures and frequencies used both
the small set and the complete set of reactions (also referred to
as the “large set” henceforth).

III. Results

III.1. “Experimental” Values of Energy Barriers and
Preexponential Correction Factors. Table 2 presents the
results of fitting of the experimental rate constant data with
quantum chemistry based models. The first approach (fitting
both E0 and FA, see above) was used for those reactions for
which temperature dependences obtained in direct experiments
are available; the second approach (fitting onlyE0) was used
for all reactions. The values of the preexponential correction
factors in Table 2 vary from 0.48 to 3.02; those obtained in
modeling of reactions 8-11, for which temperature dependences
over wide temperature intervals are established, range from 0.89
to 2.52. The average values ofFA obtained are 1.24, 1.50, and

TABLE 1: Experimental Data Set

no. reaction Aa na Ea
a k(298 K) T/K exptl methodb refs

8 Cl + CH4 f HCl + CH3 5.69× 10-19 2.49 609 1.1× 10-13 200-1104 DF/RF, FP/RF 10, 57c

9 Cl + CH3Cl f HCl + CH2Cl 2.03× 10-13 0.70 915 5.1× 10-13 222-843 DF/RF, FP/RF, RR 10, 58, 59d,e

10 Cl + CH2Cl2 f HCl + CHCl2 1.86× 10-16 1.55 382 3.5× 10-13 222-790 DF/RF, RR 10, 59d,e

11 Cl + CHCl3 f HCl + CCl3 2.55× 10-16 1.41 641 9.1× 10-14 298-854 DF/RF, DF/MS 10, 60e

12 Cl + CH3F f HCl + CH2F 4.79× 10-12 0.00 772 3.6× 10-13 216-296 FP/RF 58
13 Cl + CH2F2 f HCl + CHF2 3.2× 10-14 295 RR 61f,g

14 Cl + CHF3 f HCl + CF3 9.53× 10-13 0.00 3730 3.5× 10-18 303-399 RR 62f,h

15 Cl + CH2FCl f HCl + CHFCl 1.1× 10-13 295, 298 RR 63, 64f

16 Cl + CHF2Cl f HCl + CF2Cl 4.00× 10-12 0.00 2321 1.7× 10-15 296-411 DF/MS 60, 65i

17 Cl + CHFCl2 f HCl + CFCl2 5.20× 10-12 0.00 1675 1.9× 10-14 298-433 DF/MS 60j

18 Cl + CH3Br f HCl + CH2Br 5.52× 10-12 0.16 1030 4.3× 10-13 222-394 FP/RF, VLPR/MS 66, 67k

19 Cl + CH2Br2 f HCl + CHBr2 5.54× 10-16 1.40 412 4.0× 10-13 222-395 FP/RF, VLPR/MS 66, 67k

20 Cl + CHBr3 f HCl + CBr3 4.30× 10-12 0.00 809 2.9× 10-13 273-363 VLPR/MS 67
21 Cl + CHF2Br f HCl + CF2Br 6.2× 10-15 296 RR 56f

22 Cl + CH2ClBr f HCl + CHClBr 4.7× 10-13 296 RR 68, 69f

23 Cl + CHCl2Br f HCl + CCl2Br 1.6× 10-13 296 RR 69f

24 Cl + CHClBr2 f HCl + CClBr2 2.1× 10-13 296 RR 69f

a Parameters of modified Arrhenius dependences (k ) ATn exp(-Ea/T)) in units of cm3 molecule-1 s-1 and K. These parameters are given for
information only. Individual data points were used in fits.b Experimental methods used. DF, discharge flow; RF, resonance fluorescence; FP, flash
photolysis; RR, relative rates; MS, mass spectrometry; VLPR, very low pressure reactor.c Combined set of data from refs 10 and 57. Results of
numerous other direct determinations of the rate constant of reaction 8 are in agreement with this temperature dependence ofk8, as discussed in ref
10. d Here, the relative rates data of ref 59 were converted to the values ofk9 andk10 using thek8(T) dependence of equation IX of ref 10.e See
discussion of experimental data in ref 10.f Relative rates data were converted to the absolute values of the rate constant using thek8(T) dependence
of equation X of ref 10.g There is a factor of 2 disagreement with the earlier larger value of ref 70.h The results of a relative rates study of
Coomber and Whittle are preferred over those of Jourdain et al.71 (larger by more than 2 orders of magnitude) following the recommendation of
ref 72. i Results of the relative rates study of ref 63 are in agreement with those of refs 65 and 60.j Results of the relative rates study of ref 63 are
in agreement with those of ref 60.k Results of the relative rates study of ref 73 are in agreement with those of refs 66 and 67; rate constant values
of ref 74 (relative rates) are∼25% larger.

R + CH4 ) RH + CH3 (7)
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1.08 for the MP2-, QCISD-, and BH&HLYP-based models,
respectively. These values are reasonably close to unity, which
justifies the use of calculated transition state properties and the
resultant preexponential factors in the fitting performed under
the second approach. The scatter of individualFA values,
however, demonstrates that the use of quantum chemistry based
preexponential factors can introduce noticeable errors, which
propagate into the values of the fitted “experimental” energy
barriers. The resultant average uncertainty in the fitted energy
barriers can be evaluated from the approximate average factor
of 2 uncertainty in the preexponential factor and the fact that
most of the experimental data are located around room tem-
perature. This factor of 2 at room temperature translates into a
1.7 kJ mol-1 uncertainty in the fitted energy barrier when
quantum chemistry based preexponential factors are used.

The treatment of tunneling provides an additional source of
uncertainty, which can be estimated from the variations obtained
using somewhat different values of the barrier widths resulting
from the use of different quantum chemical methods. This
average uncertainty due to tunneling is estimated as a factor of
1.5 at room temperature, which translates into an additional
uncertainty of 1 kJ mol-1 for the fitted energy barriers. The

total estimated uncertainty for the “experimental” energy barriers
obtained with the second approach (fitting ofE0 using quantum
chemistry based preexponential factors) is, thus, 2.7 kJ mol-1.
This value is consistent with the differences between the barrier
energies obtained for individual reactions using different models
(Table 2). It should be noted here that this estimated average
uncertainty is meaningful only within the framework of the
theoretical methods used, i.e., classical transition state theory41

with one-dimensional tunneling correction via the “barrier
width” method.11,12,42,43 Issues related to such effects as
multidimensional tunneling or variational effects have been
intentionally left out of the methodology used in the current
study. Actual differences between the “experimental” barriers
and the real energies of the saddle points of the potential energy
surfaces can be larger.

III.2. Correlations between the Calculated and the “Ex-
perimental” Energy Barriers. Tables 3-5 present the values
of the energy barriers for reactions 8-17 (Tables 3 and 4, small
set) and 8-24 (Table 5, large set) obtained with various single-
point quantum chemical methods using geometrical structures
optimized in MP2, QCISD, and BH&HLYP calculations. As
discussed in section II.1, under the primary assumption of the

TABLE 2: Results of Fitting of the Experimental Rate Constant Data with Quantum Chemistry Based Models

MP2 modelc QCISD modeld BH&HLYP modele

1st apprf 1st apprf 1st apprf

no.a RHb E0
h FA

i
2nd apprg

E0
h E0

h FA
i

2nd apprg

E0
h E0

h FA
i

2nd apprg

E0
h

8 CH4 13.11 1.78 14.82 11.18 2.52 13.59 13.44 1.77 15.19
9 CH3Cl 8.36 0.89 8.02 7.77 1.09 8.01 8.34 0.90 8.04

10 CH2Cl2 4.85 1.31 5.69 4.92 1.43 6.08 5.06 1.30 5.90
11 CHCl3 5.15 1.10 5.50 5.30 1.18 5.94 5.43 1.13 5.89
12 CH3F 5.10 2.51 6.99 4.94 3.02 7.21 5.10 2.61 6.99
13 CH2F2 13.27 13.22 12.94
14 CHF3 34.26 34.24 34.42
15 CH2FCl 9.15 9.70 9.60
16 CHF2Cl 21.08 0.49 18.78 20.38 0.62 18.86 19.13 0.73 18.14
17 CHFCl2 12.53 0.63 10.97 12.84 0.64 11.32 12.68 0.63 11.10
18 CH3Br 9.23 0.55 7.62
19 CH2Br2 5.86 0.75 4.96
20 CHBr3 4.04 0.48 1.67
21 CHF2Br 14.53
22 CH2ClBr 4.61
23 CHCl2Br 6.14
24 CHClBr2 5.02

a Reaction number (see Table 1).b RH substrate in the Cl+ RH reaction.c Models based on MP2/6-311G(2d,2p)-optimized structures and
vibrational frequencies.d Models based on QCISD/6-311G(d,p)-optimized structures and vibrational frequencies.e Models based on BH&HLYP/
6-311G(d,p)-optimized structures and vibrational frequencies.f First approach in data fitting, as described in section II.2. BothE0 andFA are adjusted
in the fits. g Second approach in data fitting, as described in section II.2. OnlyE0 is adjusted in the fits.h Energy barrier in kJ mol-1. i Preexponential
correction factor (see section II.1).

TABLE 3: Values of the Energy Barriers for Reactions 8-17 (Small Set) Calculated Using Structures Optimized with the MP2
Methoda

barrier energies/kJ mol-1

no.b RHc UMP2d PMP2e PMP2/Lf PMP4/Lg QCISD/lh QCISD(T)/li UMP2/DZj PMP2/DZk

8 CH4 21.48 13.44 8.61 15.38 22.96 30.21 15.67 7.20
9 CH3Cl 13.93 4.30 -3.42 3.19 12.80 22.83 8.43 -1.42

10 CH2Cl2 9.37 -0.27 -8.89 -3.27 6.70 17.97 5.80 -2.57
11 CHCl3 7.36 -1.01 -10.90 -6.59 3.75 15.25 3.20 -4.05
12 CH3F 10.20 0.72 0.34 5.86 14.66 23.59 12.05 2.22
13 CH2F2 13.75 3.80 4.18 8.39 17.79 27.65 18.56 8.42
14 CHF3 37.34 27.26 26.20 30.27 40.38 50.94 41.26 30.93
15 CH2FCl 11.82 1.92 -2.79 2.08 11.90 22.55 11.59 2.09
16 CHF2Cl 22.31 12.09 7.75 12.06 23.12 34.35 23.16 12.85
17 CHFCl2 13.04 3.51 -3.71 0.64 11.50 22.98 11.16 2.28

a Barrier energies with the contributions of the ZPE included. Structures were optimized using the MP2/6-311G(2d,2p) method for all single-
point calculations except those denoted as UMP2/DZ and PMP2/DZ, for which the MP2/aug-cc-pvdz optimization method was used.b Reaction
number (see Table 1).c RH substrate in the Cl+ RH reaction.d UMP2/6-311G(2d,2p).e PMP2/6-311G(2d,2p).f PMP2/6-311++G(3df,2p).
g PMP4(SDTQ)/6-311++G(3df,2p).h QCISD/6-311+G(2d,2p).i QCISD(T)/6-311+G(2d,2p).j UMP2/aug-cc-pvdz.k PMP2/aug-cc-pvdz.
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technique of isodesmic reactions for transition states, plots of
the calculated vs “experimental” energy barriers for a series of
reactions of the same type should form straight lines with slopes
equal to unity. Examples of such dependences are presented in
Figures 2-4. Energy barriers calculated using structures opti-
mized with a particular quantum chemical method (e.g., MP2)
are compared to the “experimental” values derived from the
experimental data using the transition state theory models based
on the molecular structures and frequencies obtained in calcula-
tions using the same quantum chemical method. As can be seen
from the plots, the expected linear correlations are, indeed,
observed. The degrees of correlation, or the “quality” of these
linear plots, differ from one quantum chemical method to
another. In the current study, 21 combinations of single-point
energy methods with those of geometry optimization have been
used; presenting all the calculated vs “experimental” barrier plots
in the article is impractical. Instead, Figures 2-4 display the
“best” and the “worst” plots for each of the quantum chemical
methods used for optimization of structures. A complete set of
plots is given in the Supporting Information. Tables 6 and 7

present the parameters of the fitted lines (intercepts) and the
average and the maximum absolute deviations from the lines
for all quantum chemical methods used.

IV. Discussion

Observation of the expected linear correlation between the
calculated and the “experimental” values of the energy barriers
(Figures 2-4) provides support for the basic underlying
postulate of the technique of isodesmic reactions for transition
states (see section II.2). The amount of scatter of the individual
points around the best fit lines depends on the quantum chemical
methods used. It should be noted that ideal linear correlations
are not expected because of the finite accuracy of the determi-
nation of the “experimental” energy barriers. As described in
section III.1, the average uncertainty of these “experimental”
energy barriers is estimated as 2.7 kJ mol-1. Thus, the degree
of scatter beyond the(2.7 kJ mol-1 envelopes around the best
fit lines in the plots of the calculated vs the “experimental”
values ofE0 indicates the accuracy of a particular quantum
chemical method achieved within the technique of isodesmic
reactions for transition states. A convenient quantitative measure
of this accuracy is the maximum absolute deviation from the
best fit line beyond the expected(2.7 kJ mol-1 envelope of
scatter (Tables 6 and 7).

For each quantum chemical method used, the intercept of
the best fit line with theY-axis (Tables 6 and 7) provides a
value of the systematic deviation of the calculated barrier from
the value needed to accurately describe the rate constants. Not
surprisingly, computationally expensive higher level methods
such as PMP4/6-311++G(3df,2p), QCISD(T)/6-311+G(2d,2p),
and CCSD(T)/6-311+G(2d,2p) show the smallest systematic
deviations.

Examination of the maximum deviations beyond the expected
(2.7 kJ mol-1 envelope of scatter (Tables 6 and 7) provides
the following observations. Higher level methods (PMP4,
QCISD(T), and CCSD(T) with large basis sets) yield larger
scatter: 2.9-4.1 kJ mol-1. The PMP2 method with large basis
sets performed the worst: 2.7-6.5 kJ mol-1. At the same time,
lower level methods yielded better results. Surprisingly, the

TABLE 4: Values of the Energy Barriers for Reactions
8-17 (Small Set) Calculated Using Structures Optimized
with the QCISD Methoda

barrier energies/kJ mol-1

no.b RHc QCISDd PMP2/Le QCISD/lf QCISD(T)/lg

8 CH4 36.00 5.10 22.92 30.03
9 CH3Cl 27.82 -6.46 12.41 22.65

10 CH2Cl2 23.32 -13.35 6.09 17.91
11 CHCl3 21.52 -17.56 3.17 15.94
12 CH3F 25.37 -3.38 14.25 23.21
13 CH2F2 29.14 -0.13 17.45 27.60
14 CHF3 52.65 22.47 39.60 50.19
15 CH2FCl 26.27 -6.98 11.56 22.63
16 CHF2Cl 37.59 3.82 22.56 34.10
17 CHFCl2 27.79 -8.92 11.12 23.40

a Barrier energies with the contributions of the ZPE included.
Structures were optimized using the QCISD/6-311G(d,p) method.
b Reaction number (see Table 1).c RH substrate in the Cl+ RH
reaction.d QCISD/6-311G(d,p).e PMP2/6-311++G(3df,2pd).f QCISD/
6-311+G(2d,2p).g QCISD(T)/6-311+G(2d,2p).

TABLE 5: Values of the Energy Barriers for Reactions 8-24 (Large Set) Calculated Using Structures Optimized with the
BH&HLYP Method a

barrier energies/kJ mol-1

no.b RHc BH&HLYP d BH&HLYP/L e KMLYP/L f PMP2/Lg QCISD/lh QCISD(T)/li CCSD/lj CCSD(T)/lk BH&HLYP/TZ l

8 CH4 22.89 18.55 -0.97 5.08 29.53 22.63 29.84 22.88 21.59
9 CH3Cl 19.03 11.45 -11.48 -7.64 21.77 11.76 22.93 12.44 15.61

10 CH2Cl2 17.49 8.45 -15.81 -15.28 17.50 5.53 18.93 6.38 13.63
11 CHCl3 17.85 8.24 -16.41 -19.68 15.61 2.60 17.13 3.52 14.49
12 CH3F 11.79 10.54 -11.80 -3.78 23.06 14.21 24.26 14.80 13.79
13 CH2F2 16.55 14.00 -9.41 -0.75 27.41 17.37 28.85 18.09 18.08
14 CHF3 43.80 38.40 16.58 22.40 50.01 39.68 51.41 40.40 43.22
15 CH2FCl 17.62 11.21 -12.62 -8.43 22.07 11.00 23.56 11.81 15.83
16 CHF2Cl 30.86 23.57 0.52 2.86 33.61 22.16 35.13 22.98 28.79
17 CHFCl2 22.77 14.20 -9.82 -10.56 22.94 10.57 24.50 11.46 19.99
18 CH3Br 20.22 14.98 -7.79 22.56 12.74 24.03 13.55
19 CH2Br2 16.51 10.99 -12.84 16.71 4.92 18.56 5.95
20 CHBr3 14.09 8.34 -15.61 11.57 -1.33 13.59 -0.18
21 CHF2Br 25.90 20.32 -2.36 28.84 17.29 30.50 18.19
22 CH2ClBr 16.95 9.67 -14.36 16.98 5.11 18.62 6.05
23 CHCl2Br 16.32 8.10 -16.29 14.05 1.07 15.73 2.06
24 CHClBr2 15.09 8.09 -16.06 12.64 -0.32 14.48 0.75

a Barrier energies with the contributions of the ZPE included. Structures were optimized using the BH&HLYP/6-311G(d,p) method for all
single-point calculations except those denoted as BH&HLYP/TZ, for which the BH&HLYP/aug-cc-pvtz optimization method was used.b Reaction
number (see Table 1).c RH substrate in the Cl+ RH reaction.d BH&HLYP/6-311G(d,p).e BH&HLYP/6-311+G(3df,2p).f KMLYP/6-311+G(3df,2p).
g PMP2/6-311++G(3df,2pd).h QCISD/6-311+G(2d,2p).i QCISD(T)/6-311+G(2d,2p).j CCSD/6-311+G(2d,2p).k CCSD(T)/6-311+G(2d,2p).
l BH&HLYP/aug-cc-pvtz.
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QCISD and the CCSD methods (without the triples correction)
produced less scatter than the QCISD(T) and the CCSD(T)
methods: 0.9-1.25 kJ mol-1 for the small set of reactions and
up to 2.3 for the large set of reactions. For the MP2-based
reaction models, the method used for geometry optimization
(UMP2/6-311G(2d,2p)) produced the smallest degree of scat-
ter: only 0.7 kJ mol-1 beyond the(2.7 kJ mol-1 envelope
(Figure 2); the use of the spin-projected PMP2 method for
energy calculation resulted in larger scatter: 2.1 kJ mol-1. Use
of the augmented correlation-consistent aug-cc-pvdz basis set
in geometry optimization and energy calculations did not

improve the amount of scatter. For the QCISD-based reaction
models, the use in the energy calculations of the same method

TABLE 6: Deviations from the Best Fit Lines on the Plots of the Calculated vs “Experimental” Values of the Energy Barriers
and Y-Axis Intercepts: Small Reaction Set

methoda interceptb av devc max devd max dev- 2.7 kJ mol-1 e

MP2/6-311G(2d,2p)-Based Models
UMP2/6-311G(2d,2p)f 3.32 1.31 3.35 0.65
PMP2/6-311G(2d,2p)f -6.17 1.49 4.79 2.09
PMP2/6-311++G(3df,2p)f -11.01 2.80 5.39 2.69
PMP4(SDTQ)/6-311++G(3df,2p)f -5.94 3.09 6.51 3.81
QCISD/6-311+G(2d,2p)f 14.09 1.78 4.33 1.63
QCISD(T)/6-311+G(2d,2p)f 3.81 2.54 5.56 2.86
UMP2/aug-cc-pvdzg 2.34 2.49 4.66 1.96
PMP2/aug-cc-pvdzg -6.95 1.78 3.61 0.91

QCISD/6-311G(d,p)-Based Models
QCISD/6-311G(d,p)h 17.93 1.57 4.47 1.77
PMP2/6-311++G(3df,2pd)h -15.36 3.68 8.14 5.44
QCISD/6-311+G(2d,2p)h 13.95 1.79 3.95 1.25
QCISD(T)/6-311+G(2d,2p)h 3.30 2.86 6.07 3.37

BH&HLYP/6-311G(d,p)-Based Models
BH&HLYP/6-311G(d,p)i 9.25 2.57 5.63 2.93
BH&HLYP/6-311+G(3df,2p)i 3.04 0.92 2.38 -0.32
KMLYP/6-311+G(3df,2p)i -19.94 1.96 3.78 1.08
PMP2/6-311++G(3df,2pd)i -16.40 4.17 9.17 6.47
QCISD/6-311+G(2d,2p)i 13.53 1.70 3.81 1.11
QCISD(T)/6-311+G(2d,2p)i 2.93 2.90 6.22 3.52
CCSD/6-311+G(2d,2p)i 14.83 1.58 3.60 0.90
CCSD(T)/6-311+G(2d,2p)i 3.66 2.79 6.02 3.32
BH&HLYP/aug-cc-pvtzj 7.68 1.25 2.96 0.26

a Quantum chemical method used for single-point energy calculations.b Y-axis intercepts (in kJ mol-1) of the lines fitted through the plots of
calculated vs “experimental” values of the energy barriers. Also denoted asECORR in the Discussion section.c Average absolute deviations of points
from the fitted lines.d Maximum absolute deviations of points from the fitted lines.e Maximum absolute deviations of points from the fitted lines
beyond the estimated(2.7 kJ mol-1 envelope of uncertainty of the “experimental” energy barrier values surrounding the fitted lines.f With UMP2/
6-311G(2d,2p)-optimized structures.g With UMP2/aug-cc-pvdz-optimized structures.h With QCISD/6-311G(d,p)-optimized structures.i With
BH&HLYP/6-311G(d,p)-optimized structures.j With BH&HLYP/aug-cc-pvtz-optimized structures.

TABLE 7: Deviations from the Best Fit Lines on the Plots
of the Calculated vs “Experimental” Values of the Energy
Barriers and Y-Axis Intercepts: Large Reaction Set

BH&HLYP/6-311G(d,p)-based
models

methoda interceptb
av

devc
max
devd

max dev-
2.7 kJ mol-1 e

BH&HLYP/6-311G(d,p) 10.18 2.05 6.56 3.86
BH&HLYP/6-311+G(3df,2p) 3.90 1.53 3.46 0.76
KMLYP/6-311+G(3df,2p) -19.37 2.07 3.95 1.25
QCISD/6-311+G(2d,2p) 12.60 2.14 4.97 2.27
QCISD(T)/6-311+G(2d,2p) 1.43 3.36 6.76 4.06
CCSD/6-311+G(2d,2p) 14.08 1.94 4.61 1.91
CCSD(T)/6-311+G(2d,2p) 2.26 3.22 6.52 3.82

a Quantum chemical method used for single-point energy calcula-
tions. BH&HLYP/6-311G(d,p)-optimized structures were used.b Y-axis
intercepts (in kJ mol-1) of the lines fitted through the plots of calculated
vs “experimental” values of the energy barriers. Also denoted asECORR

in the Discussion section.c Average absolute deviations of points from
the fitted lines.d Maximum absolute deviations of points from the fitted
lines. e Maximum absolute deviations of points from the fitted lines
beyond the estimated(2.7 kJ mol-1 envelope of uncertainty of the
“experimental” energy barrier values surrounding the fitted lines.

Figure 2. Examples of correlations between calculated and “experi-
mental” values of reaction energy barriers obtained with MP2-based
molecular structures and reaction models (small reaction set). A variety
of single-point methods for energy calculation was used (Tables 3 and
6); these two plots display only the “best” and the “worst” cases, i.e.,
the cases of the least and the most scatter around the best fit lines. For
each quantum chemical method, three solid lines represent the best fit
(middle line) and the(2.7 kJ mol-1 expected envelope of scatter due
to the uncertainty in the “experimental” barrier values (upper and lower
lines). Note the differentY-axes used for the two plots, as indicated by
arrows.
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(QCISD) that was used for geometry optimization also yielded
the best results: deviations of 1.8 and 1.3 kJ mol-1 beyond the
(2.7 kJ mol-1 envelope with the 6-311G(d,p) and the 6-311+-
(2d,2p) basis sets (Figure 3).

For the BH&HLYP-based models, calculations with the small
basis set used for geometry optimization (6-311G(d,p)) proved
to be insufficient to achieve high accuracy (low scatter) in the
barrier energies. However, the use of BH&HLYP energies with
a large basis set (6-311+G(3df,2p)) produced excellent re-
sults: maximum deviation of less than zero (-0.3 kJ mol-1)
with the small set of reactions and 0.8 kJ mol-1 beyond the
(2.7 kJ mol-1 envelope with the large set of reactions (Figure
4). Use of a different functional (KMLYP38,39with a large basis
set) in energy calculations also produced small deviations: 1.1
and 1.3 kJ mol-1 beyond the(2.7 kJ mol-1 envelope for the
small and the large sets of reactions, respectively. Calculations
performed for the small reaction set with the BH&HLYP/aug-
cc-pvtz method used for both geometry optimization and energy
calculation also resulted in small deviations: 0.3 kJ mol-1.

It is interesting to note that the BH&HLYP/6-311+G-
(3df,2p)//BH&HLYP/6-311G(d.p) method also resulted in small
Y-axis intercepts (3.0 and 3.9 kJ mol-1 for the small and the
large reaction sets), indicating small systematic deviation
between the calculated and the “experimental” energy barriers.
These systematic deviations are similar to those obtained in high-
level QCISD(T) and CCSD(T) calculations.

The technique of isodesmic reactions for transition states has
been shown2 to predict energy barriers and rate constants of a
series of reactions of H atoms with ethane, chloromethanes, and
chloroethanes with a high degree of accuracy. The results of
the current study provide further support for this technique,
which, in essence, provides a calibration of theory against
experiment. NonzeroY-axis intercepts in the plots of the

calculated vs the “experimental” energy barriers demonstrate
the existence of systematic errors specific to a particular
quantum chemical method. The IRTS technique attempts to
eliminate these systematic errors. A number of relatively
inexpensive quantum chemical methods yield good results, with
deviations between the calculated and the “experimental” energy
barrier values comparable to the uncertainties of the latter. This
accuracy in the energy barrier can be expected to translate into
accuracy in the prediction of the rate constants.

The observed linear correlations between the calculated
(E0,CALC) and the “experimental” (E0,EXP) energy barriers can
be expressed via the equation

whereECORRis theY-axis intercept. The values ofECORR(Tables
6 and 7) can be used for predictive purposes, as corrections to
the calculated barrier values:

Figure 1 presents examples of such predictive use of eq III
for three reactions. Among reactions for which experimental
rate constant temperature dependences are available, reactions
8, 11, and 18 represent the best, average, and worst cases of
deviation from the best fit line in theE0,CALC vsE0,EXPcorrelation
obtained using the BH&HLYP/6-311+G(3df,2pd)//BH&HLYP/
6-311G(d,p) method, respectively. As can be seen from the plot,
the experimentalk(T) dependences are reproduced very well in
the cases of the best and average deviations (reactions 8 and
11). In the case of reaction 18 (the worst case), deviation of the
calculated rate constant from the experiment reaches a factor
of 3.5 at room temperature. Although this deviation may seem

Figure 3. Examples of the correlations between the calculated and
the “experimental” values of the reaction energy barriers obtained with
QCISD-based molecular structures and reaction models (small reaction
set). A variety of single-point methods for energy calculation was used
(Tables 4 and 6); these two plots display only the “best” and the “worst”
cases, i.e., the cases of the least and the most scatter around the best
fit lines. For each quantum chemical method, three solid lines represent
the best fit (middle line) and the(2.7 kJ mol-1 expected envelope of
scatter due to the uncertainty in the “experimental” barrier values (upper
and lower lines). Note the differentY-axes used for the two plots, as
indicated by arrows.

Figure 4. Examples of correlations between calculated and “experi-
mental” values of reaction energy barriers obtained with BH&HLYP-
based molecular structures and reaction models (large reaction set). A
variety of single-point methods for energy calculation was used (Tables
5 and 7); these two plots display only the “best” and the “worst” cases,
i.e., the cases of the least and the most scatter around the best fit lines.
For each quantum chemical method, three solid lines represent the best
fit (middle line) and the(2.7 kJ mol-1 expected envelope of scatter
due to the uncertainty in the “experimental” barrier values (upper and
lower lines). Note the differentY-axes used for the two plots, as
indicated by arrows.

E0,CALC ) E0,EXP + ECORR (II)

E0 ) E0,CALC - ECORR (III)
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large, it corresponds to a 3 kJ mol-1 error in the energy barrier,
which is a rather small error for a quantum chemistry derived
value.

The calculations performed in the examples illustrated in
Figure 1 are not strictly predictive because the values ofECORR

(Y-axis intercepts) used were derived from the calculated barriers
vs “experimental” barriers plot (Figure 4) that included data on
the same reactions (8, 11, and 18). However, for each of the
reactions considered, removing one data point corresponding
to this particular reaction from the correlation plot consisting
of 17 points would not change the value of theY-axis intercept
in any significant way. Therefore, the examples still serve their
purpose: to demonstrate the expected degrees of deviation
between the calculated and the experimental values of the rate
constants.

The results of the current study indicate the high accuracy
of the technique of isodesmic reactions for transition states in
its application to the reactions of the Cl+ halomethanes class.
It is instructive to compare the results with those obtained with
high-level quantum chemical methods (such as PMP4 and
QCISD(T) with large basis sets) in a more conventional
approach, when quantum chemically generated barriers and
properties of transition states are used directly to compute
reaction rate constants. The lower accuracy of the latter are seen
in the systematic errors (as manifested by theY-axis intercepts,
ECORR) and the larger scatter of theE0,CALC vs E0,EXP plots. On
the other hand, within the technique of isodesmic reactions, even
relatively computationally inexpensive quantum chemical meth-
ods perform very well; in fact, better than high-level methods
used with or without the isodesmic reactions approach.
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